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Rules of attraction: Networks of innovation policy makers in          

the EU 

Mart Laatsit*1 and Ron Boschma2  

 

Abstract 

Policy networks are an important source of information for policy making. Yet, we have only 

a limited understanding of how policy networks are structured among innovation policy makers 

and which factors shape their structure. This paper studies how proximities can explain what 

drives the connections in policy networks. More specifically, we look at innovation policy 

networks between EU member states. We use social network analysis based on our own data 

to map the networks of the 28 EU innovation policy directors, consisting of 756 potential 

connections, and study the proximities shaping these networks.  Geographical and cultural 

proximity turn out to be strong predictors for symmetric and asymmetric ties, but we do not 

find a relationship between policy proximity (in terms of similarities in business environment 

regulations and innovation policy) and policy network formation between countries.  

 

1. Introduction 

The field of innovation policy has been a remarkable testbed for initiatives fostering knowledge 

exchange between countries. The European Commission has made significant efforts to 

advance learning between its member states (Borrás and Jacobsson, 2004; Kerber and Eckardt, 

2007), starting with the early peer-reviews under the Open Method of Coordination, followed 

by ERAC mutual learning exercises and now with a range of actions under the Policy Support 

Facility. In parallel, the OECD has carried out its own peer learning exercises and made 

significant investments into its knowledge sharing platforms.  
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This flurry of activity has contributed to what can be conceived of as ‘policy networks’ among 

innovation policy makers. Policy networks are commonly defined as relationship structures 

between the different actors in a policy setting (Knoke, 2011; Rhodes, 2008). The concept is 

based on the assumption that “policymaking is affected by a variety of organized governmental 

and nongovernmental actors, who maintain relations like information or resource exchange, 

influence attribution, or common group membership” (Leifeld & Schneider, 2012, p. 731). 

These relationships can take various forms, ranging from communication and information 

sharing to negotiations and interest mediation. The current paper looks at one subsection of 

policy networks – the cross-border interactions between government officials –, with a focus 

on information and knowledge exchange. 

In order to understand the role that policy networks play in the policy making process, it is 

crucial to consider what drives the connections in policy networks. The policy networks 

literature has made significant progress in studying drivers related to policy and power (Henry, 

2011; Stokman & Berveling, 1998), including ideology, preference similarity, institutional 

roles of actors, perceived influence and social trust (Leifeld & Schneider, 2012). However, one 

could argue that these factors are mostly related to the more immediate policy (-related) 

interests of actors, while not necessarily covering the more fundamental characteristics of the 

actors and their surrounding environment.  

At the same time, the innovation studies literature provides an opportunity to move beyond 

these immediate policy-related factors, by introducing a layer of these fundamental 

characteristics – proximities –, that influence the connections in a policy network. Taking a 

proximities’ perspective allows for a better understanding of what drives the connections in 

policy networks, such as the ones between EU innovation policy makers.  

The innovation studies literature has an established tradition of studying the networked 

interactions of innovation actors.  Networks have been shown to provide an important route for 

access to knowledge (Boschma & Ter Wal, 2007; Cantner & Rake, 2014; Deichmann et al., 

2020), notably through knowledge sharing in regional clusters (Giuliani, 2007, 2013), inventor 

collaboration (Guan, Zhang, & Yan, 2015), government agencies (Sun & Cao, 2018), and firm 

R&D networks (Rojas, Solis, & Zhu, 2018). The existence and extent of access is shaped by a 

range factors. Acknowledging the need to study proximities beyond geographical distance 

(Boschma, 2005; Torre & Rallet, 2005), factors such as institutional, cognitive, cultural-ethnic, 

linguistic and social proximity (Boschma & Frenken, 2010; Cantner & Rake, 2014; Crescenzi, 
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Nathan, & Rodríguez-Pose, 2016; Graf & Kalthaus, 2018; Marek, Titze, Fuhrmeister, & Blum, 

2016) have been suggested and empirically tested over the years. This has been done across a 

diverse set of empirical cases, such as knowledge networks in the photovoltaic industry (Graf 

and Kalthaus, 2018) and pharmaceuticals (Cantner & Rake, 2014), scientific cooperation 

(Hoekman, Frenken and Tijssen, 2010) and inventor networks (Crescenzi et al., 2016; De Noni, 

Orsi and Belussi, 2018; Morescalchi et al., 2015).  

We seek to bring closer these two literatures. The aim is to cast light on networks in innovation 

policy as a source of information and knowledge, by studying their structures and their 

contributing factors. This allows for a discussion on their effect on knowledge exchange and 

implications for policy interventions.  

We use social network analysis for mapping the connections between policy makers. Earlier 

studies have shown that social network analysis can be particularly useful for studying the 

interactions and knowledge-flows between organisations (Giuliani & Bell, 2005; Ter Wal & 

Boschma, 2009). We then use regression analysis to test which proximities impact on 

transnational connections between policy makers. Our analysis is based on own data from 

interviews with the national innovation policy directors in all 28 EU member states and the 

resulting 756 potential connections. In order to study the factors behind the networks, we test 

three types of proximities: geographical, policy and cultural proximity. We draw special 

attention to the concept of policy proximity, as it estimates the overlap or similarity between 

(innovation) policy features.  

In our analysis of the network structures, we draw on the distinction between symmetric ties (a 

tie confirmed by both nodes) and asymmetric ties (a tie mentioned by one node). We see the 

symmetric ties as an indicator for more established patterns of interaction, based on the 

exchange of tacit/uncodified knowledge. The asymmetric ties are considered as an indicator 

for more spontaneous interactions, based on an exchange of uncodified knowledge. For 

symmetric ties we find a structure of three separate clusters. For asymmetric ties we find a 

core-periphery pattern, with a small group of member states closely connected in the middle 

and the rest of the member states orbiting them at a distance. Regarding proximities we find 

that for both symmetric and asymmetric ties, the likelihood of connecting is determined by a 

shared border and linguistic proximity, but policy proximity does not play a role when 

controlled for differences in levels of innovative performance, GDP per capita levels and 

population size between countries.  
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This research makes two contributions to the existing literature. First, it uses the concept of 

proximities and deploys social network analysis to study innovation policy networks. Second, 

it introduces policy proximity as a new concept to understand the formation of innovation 

policy networks between countries. 

The paper is structured as follows. We start by providing an overview of the literature and 

develop the hypotheses. Then we introduce the methodology and data. Subsequently, we 

present the variables and regression results. And finally, we discuss the results and conclude 

with notes for further research. 

 

2. Theoretical framework 

 

2.1 Policy networks  

Policy networks can be defined as “sets of formal institutional and informal linkages between 

governmental and other actors” (Rhodes, 2008, p. 425), based on shared interests in policy 

making (Rhodes, 2008). More specifically, the “linkages between the actors serve as 

communication channels for the exchange of information, expertise, trust, and other political 

resources” (Kenis & Schneider, 1991, pp. 41–42). The actors in a policy network can be 

individuals or organisations. As such, it is possible to distinguish between several types of 

interorganisational relations, for example “resource exchange, information transmission, 

power relations, boundary penetration, and sentimental attachments” (Knoke, 2011, p. 211).  

Policy networks are potentially an important source of knowledge and information. The 

information transmission among organisations can be quite diverse in its content, as it “ranges 

from scientific and technical data to policy advice and opinions” (Knoke, 2011, p. 211). 

Schrama (2018, p. 569) states that the primary reason for networked interactions in a policy 

context is “the exchange of specialised information”. More specifically, “the exchange of 

specialised information” related to policy issues is the primary reason for interaction among 

the variety of organised governmental and nongovernmental actors (Knoke, 2011; Leifeld & 

Schneider, 2012). This is because “one actor cannot possibly be knowledgeable about all policy 

facets and is therefore in need of information from other actors dealing with the same policy 

issues, possibly with a different expertise and an alternative point of view” (Schrama, 2018, p. 

569).  
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A crucial aspect to discuss is what explains these connections in a policy network, i.e. which 

actors are more likely to engage in networked interactions? In other words, what are the drivers 

behind policy networks? Several such drivers have been suggested in the policy network 

literature, including: shared ideology (Henry, Lubell, & McCoy, 2011; Weible, 2005; Zafonte 

& Sabatier, 1998), social capital (Carpenter, Esterling, & Lazer, 2004; Henry et al., 2011), 

preference similarity (Gerber, Henry, & Lubell, 2013; Stokman & Berveling, 1998), 

institutional interdependence (König & Bräuninger, 1998; Lee, Lee, & Feiock, 2012; Zafonte 

& Sabatier, 1998), perceived influence (Ingold & Leifeld, 2014; Weible, 2005) as well as 

transaction costs (Lee et al., 2012; Leifeld & Schneider, 2012).   

These different drivers reflect to a great extent the classic dichotomy between policy and power 

(Stokman & Zeggelink, 1996). On one hand, there are the policy oriented drivers of shared 

ideology and preference similarity (Henry et al., 2011). More specifically, the concept of shared 

ideology relates to the advocacy coalition framework (Sabatier & Jenkins-Smith, 1999) and 

refers to a similar system of beliefs and values among policy actors that can be an important 

driver of collaboration (Henry, 2011; Sabatier & Jenkins-Smith, 1999). Preference similarity 

is closely related to the concept of political homophily and is often defined as the “tendency to 

form connections with others who are politically similar” (Gerber et al., 2013). To a certain 

extent this is also related to social capital, which suggests that cooperative relationships are 

facilitated by trust and norms of reciprocity (Coleman, 1990; Putnam, Leonardi, & Nanetti, 

1993). 

On the other hand, there are the power-related drivers of interdependence and influence 

(Weible, 2005). Institutional interdependence means that policy actors are inclined to 

collaborate because their actions affect each other or they are part of a larger system that has 

authority over them (Zafonte & Sabatier, 1998). The concept of perceived influence shows the 

extent to which an actor is seen as possessing “informal structural power or access to political 

influence” (Ingold & Leifeld, 2014, p. 2). These power-related factors link also to the 

transaction cost argument suggesting that developing network connections help mitigate costs 

and alleviate various risks otherwise involved in international cooperation (Lee et al., 2012). 

While the drivers of collaboration in the policy network literature are mostly related to the 

issues of policy and power, what remains largely hidden in the policy network literature is how 

these factors are themselves influenced by broader contextual factors, such as geography or 

culture. The proximities literature can be helpful by adding such layer of analysis. In addition 
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to the classical geographic proximity, it would also allow for the consideration of other factors, 

such as cognitive, cultural-ethnic, linguistic and social proximity. Such an approach also 

enables to move institutional similarity from the more abstract issues of ideology and 

preferences, towards a proximity in institutional contexts, such as regulatory frameworks. 

Thus, linking the policy network literature to the proximities perspective could provide a more 

comprehensive picture of the factors that shape policy networks.     

2.2 The role of proximities 

Central to the studies of networks is the understanding that network connections are more likely 

to occur between actors who are in some way similar to each other, i.e. the concept of 

homophily (McPherson, Smith-Lovin, & Cook, 2001). Being similar reduces transaction costs 

and therefore makes it more likely for individuals or organisations to cooperate (Lee, Lee and 

Feiock, 2012). This is closely related to the concept of proximity (Boschma, 2005; Torre & 

Gilly, 2000), which has been widely discussed and used in innovation studies (Balland, 

Boschma, & Frenken, 2022). Building on the recognition that geographical proximity alone is 

not sufficient to explain connections within networks (Boschma, 2005; Boschma & Ter Wal, 

2007; Torre & Rallet, 2005), alternative proximities have been suggested and empirically tested 

over the years. These include institutional, cognitive, cultural-ethnic, linguistic and social 

proximity, among others (Cantner & Rake, 2014; Crescenzi et al., 2016; Marek et al., 2016; 

Paier & Scherngell, 2011).  

Arguably, being similar can have both a positive or negative impact on the exchange of 

information and knowledge (Boschma, 2005). The effect can be positive, when being similar 

creates favourable conditions for transferring knowledge, and negative, when being too similar 

to leads to lock-ins and hinders acquiring new knowledge (Boschma, 2005).   

This study focuses on three groups of similarities or proximities that are likely to carry a 

particular relevance in a transnational policy-setting: physical proximity that refers to the 

geographic closeness of countries; policy similarity that focuses on the regulatory environment 

and the nature of innovation policies employed; and cultural similarity which is based on the 

linguistic closeness of countries. 
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2.2.1 Geographical proximity 

Geographical proximity between countries can make it easier for countries to interact 

(Boschma 2005) and exchange information and knowledge (Boschma & Frenken, 2010). 

Owing to the costs associated with travel and communication, physical distance has been 

considered an obstacle for cooperation (Morescalchi et al., 2015). While it can be argued that 

with the development of advanced means of communication, distance now plays a smaller role, 

physical co-presence is still considered important for interactions regarding complex, 

knowledge-related matters (Hoekman et al., 2010), such as research, public policy and business 

administration.  

This is mostly because communication does not entail language alone, but much of the 

information in face-to-face interaction is passed on indirectly via different means (Hoekman et 

al., 2010; Storper and Venables, 2004). This carries particular importance in building common 

reference frames among actors, inter alia through real-time feedback, subtle and informal 

communication and shared local context (Olson and Olson, 2000). These elements of 

interaction are crucial for creating the necessary trust between partners for building sustained 

cooperation and transferring sophisticated, tacit knowledge (Gertler, 2003; Hansen, 1999; 

Reagans & McEvily, 2003). 

Studies have looked at the role of geographical distance from different angles and, while mostly 

agreeing that distance matters (Boschma, 2005; Hoekman, Frenken and Van Oort, 2008), their 

conclusions differ on the extent to which it does. Research on patterns of scientific cooperation 

has shown that, while geographical proximity still matters, territorial borders have become less 

important over time (Hoekman et al., 2010). There has also been evidence to the contrary – 

studying the cooperation patterns of innovators in the EU over time, Morescalchi et al. (2015) 

showed that the constraint imposed by country border and distance decreased until a certain 

point in time and then started to increase again. In the same way, research on inventors’ 

cooperation provided evidence that geographical proximity is still relevant for their network 

development (Crescenzi et al., 2016).  

In this paper we distinguish between symmetric and asymmetric ties (Knoke & Yang, 2008; 

Wellman, 1983). This is based on the classic typology of relational forms in a social network, 

where a tie can be either null, asymmetric or mutual (Wasserman, 1980; Wassermann & Faust, 



9 
 

1994). Symmetric ties represent reciprocal/mutual relationships3 where “actors who receive 

resources or information from others are expected to return them in some other form” (Lee et 

al., 2012, p. 554). Accordingly, asymmetric ties are non-reciprocal directed relationships with 

more uneven benefits. 

Arguably, the type of tie (symmetric or asymmetric) can influence the kind of information and 

knowledge exchanged. From previous research we know that the transfer of codified/tacit 

knowledge involves higher transaction costs (Hansen, 1999; Reagans & McEvily, 2003), thus 

requiring strong reciprocal relationships (i.e. symmetric connections). For the transfer of 

uncodified knowledge, the transaction costs are lower and therefore weaker, asymmetric 

connections would suffice. This relates well to the classic argument on ‘the strength of the 

weak ties’ (Granovetter, 1973), whereby different types of ties serve different purposes in a 

network, despite their strength in terms of time, intensity, intimacy or reciprocity. In the context 

of our paper4 this means that despite the symmetric ties carrying potentially more weight in 

facilitating the exchange of tacit/codified knowledge, the asymmetric ties should not be 

discounted as irrelevant, but as serving a different purpose – that of exchanging uncodified 

knowledge. Thus we have included both types in our analysis. 

Relating the transaction cost argument to geographic proximity, we can expect the transaction 

costs to be higher for symmetric ties. As argued by Maskell and Malmberg (1999, p. 180): “the 

more tacit the knowledge involved, the more important is spatial proximity between the actors 

taking part in the exchange”. Earlier studies have also shown that reciprocal (strong) ties 

demand a significant investment in terms of time and effort (Ingold, 2017; Schaefer, Light, 

Fabes, Hanish, & Martin, 2010). At the same time, asymmetric (weak) ties can be sustained 

over time with less effort (Abrams, Cross, Lesser, & Levin, 2003; Hansen, 1999). As 

geographical proximity would thus provide a way for mitigating these costs, we suggest the 

following hypotheses: 

 Hypothesis 1a. Geographical proximity enhances the formation of symmetric ties between 

policy makers 

                                                                 
3 In our network analysis, we consider ties confirmed by both nodes as symmetric ties and ties confirmed by one 
node asymmetric ties. See also Sections 3.2.1 and 3.3.1.   
4 While there are many different ways of defining tie strength, we follow an approach based on Friedkin (1982), 
whereby symmetric ties can be considered ‘strong’ and asymmetrical ties ‘weak’.  
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 Hypothesis 1b. Geographical proximity does not enhance the formation of asymmetric ties 

between policy makers 

 

2.2.2 Policy proximity 

Research into policy networks has demonstrated the importance of several drivers behind 

networked interactions among policy makers. Reflecting the general differentiation between 

power and policy (Stokman & Zeggelink, 1996), these different drivers include shared ideology 

(Henry et al., 2011; Weible, 2005; Zafonte & Sabatier, 1998), social capital (Carpenter et al., 

2004; Henry et al., 2011), preference similarity (Gerber et al., 2013; Stokman & Berveling, 

1998), institutional interdependence (König & Bräuninger, 1998; Lee et al., 2012; Zafonte & 

Sabatier, 1998), perceived influence (Ingold & Leifeld, 2014; Weible, 2005) and transaction 

costs (Lee et al., 2012; Leifeld & Schneider, 2012).    

We consider policy proximity as another enabler of policy network formation. Policy proximity 

indicates the degree to which countries share a similar policy setting. Similarities related to the 

policy setting provide both a common frame of reference for any policy discussions and 

facilitate interactions. Based on previous research on knowledge flows (Gertler, 2003; Maskell 

& Malmberg, 1999), we can expect that a shared perspective on policies makes exchanges 

easier and reduces the transaction costs, given that less time has to be spent on mapping or 

explaining the issue. A lack of such a common framework can render interactions more difficult 

and raise their cost for the participants.  

Starting with similar institutions and policies in facilitating interactions between innovation 

actors, it has been argued that “the effective transmission of knowledge may be facilitated by 

the presence of a common institutional framework” (Marrocu, Paci, & Usai, 2013), while 

“institutional friction arising from country-to-country differences creates challenges for 

collaboration across national systems of innovation” (Morescalchi et al., 2015, p. 652). On the 

organisational level, Sun and Cao (2018) have shown that policy networks between 

government agencies are conditioned by an evolving policy agenda, power concentration and 

heterogeneity dependence. Studies on regional innovation networks have demonstrated that the 

efficiency of knowledge transfer between regions depends on the structuring of the regional 

innovation systems (De Noni et al., 2018; Fritsch, 2000; Tödtling and Trippl, 2005). With a 

specific regard to policy, Graf and Kalthaus (2018) showed that both the structure of national 
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research systems (i.e. how the system is set up and its functionality) as well as the overall policy 

mix act as important factors for determining countries’ positions in international knowledge 

networks. 

It is important to make a distinction between the effect of policy proximity on the more 

established interactions represented by symmetric ties and the more casual interactions 

represented by asymmetric ties. For the former, we expect that a higher level of similarity is 

necessary in order to facilitate the interaction over a longer period. For the latter, where the 

threshold for establishing a tie is lower, we may expect that the same level of similarity is not 

required.  

Given the discussion above, we propose two hypotheses: 

 Hypothesis 2a. Policy proximity enhances the establishment of symmetric ties between 

policy makers 

 Hypothesis 2b. Policy proximity does not enhance the formation of asymmetric ties 

between policy makers 

 

2.2.3 Cultural proximity 

Cultural proximity (Capello, 2014; Gertler, 1995; Guiso, Sapienza, & Zingales, 2009) indicates 

the extent to which countries have a shared understanding of different aspects related to their 

societies, common values and the world at large.  

Sharing cultural traits is relevant for cooperation and knowledge sharing between countries, 

because it can create a common frame of reference for understanding each other and thus 

reduce the transaction costs of mutual exchanges (Nilsson, 2019; Nilsson & Mattes, 2015). 

While cultural similarity is difficult to capture directly owing to its complexity, a proxy that 

closely reflects it is language (Cantner & Rake, 2014; Hutchinson, 2005; Isphording & Otten, 

2013). As it is widely recognised that language plays an important role in both structuring and 

communicating our understanding of the world (Balconi, Pozzali and Viale, 2007), we can 

think of the linguistic closeness between two countries being beneficial in two ways. First, if 

the policy makers from two countries speak the same language as a mother tongue, it is likely 

to reduce transaction costs and allow for a faster as well as more nuanced communication. In 

addition, speaking another common language fluently, such as English, the lingua franca 
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among European policy makers, can ease communication to a great extent. Second, sharing a 

linguistic background can also reflect a deeper cultural proximity, e.g. sharing important codes 

and norms of communication (Gertler, 1995). Even if two countries’ native speakers do not 

fully understand each other’s native language, they are likely to share a common frame of 

reference, facilitating interactions between them. Moreover, sharing a deeper understanding of 

each other’s culture helps to navigate the more complex layers of communication and thus 

extract more meaning from the communication as well as avoiding possible misunderstandings. 

For example, sharing a common cultural background can lead to a shared ‘logic of 

appropriateness’ (March and Olsen, 2004) and thus contribute to more efficient 

communication. 

Several of the previous studies on cooperation networks have looked at culture or language as 

a possible factor influencing interactions between actors. Studying research collaboration 

across European regions, Hoekman et al. (2010) found that linguistic borders have an effect on 

cooperation ties, with higher co-publication rates between researchers in linguistically similar 

areas. In their study of interregional industrial linkages in China, Qiliang and Xianzhuang 

(2023) demonstrated that cultural proximity favours both the formation of transregional 

connections and the “cognition of localised tacit knowledge” (p.1). Moreover, Luukkonen et 

al. (1992) and Zitt et al. (2000) demonstrated the importance of culture when choosing 

collaboration partners for international scientific cooperation.  

All in all, we expect cultural proximity to act as an important driver of policy network 

formation. In a similar vein to the previous hypotheses, we can expect the deep-rooted cultural 

factors to have a stronger effect on symmetric connections and a lesser effect on asymmetric 

connections. We therefore suggest two hypotheses: 

 Hypothesis 3a. Similar cultural background enhances the formation of symmetric ties 

between policy makers 

 Hypothesis 3b. Similar cultural background does not enhance the formation of asymmetric 

ties between policy makers 
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3. Data and research methodology 

3.1 Data 

This study is based on data purposefully gathered through interviews with national policy 

makers from the 28 EU member states. The interviews were part of a larger data collection 

effort to study how policy makers use different sources of learning, including both formal 

analytical sources and informal social interactions. The current paper aims at studying the latter 

– who tends to discuss policy with whom –, serving as a basis for the subsequent network and 

regression analyses. 

The interviews were conducted with innovation policy directors from each of the member 

states. We aimed at reaching the management level, as managers are arguably well positioned 

to have the best overview of interactions with policy makers from other countries. While the 

networks of individual policy officials in a national innovation policy team may vary to some 

extent, the directors are likely to have a strategic perspective on the most important cross-

border exchanges. Altogether, we reached the head of innovation policy in 22 member states, 

while in the remaining 6 cases the interview was conducted with the head of international 

cooperation, the head of innovation policy analysis or a senior innovation policy expert 

(Appendix 1). In each country, we targeted the ministry responsible for developing national 

innovation policy. In a few countries where the innovation policy competences were equally 

divided between two ministries (for example the ministry of economic affairs and the ministry 

of research), we merged the answers of the two directors.  

The interviewees were asked who they would consider “the most important external partners 

in developing and evaluating innovation policy”. In particular, they were presented with a list 

of EU member states and asked to mark “how often do you exchange views on innovation 

policy with the following countries” on a four-point scale: ‘often’, ‘sometimes’, ‘rarely’ or 

‘never’ (Appendix 2). The aim of this question was to receive information on to what extent 

different countries, and not particular persons, were considered important sources of policy-

related knowledge by their peers. The question aimed at targeting the informal connections 

between countries – i.e. voluntary contacts taking place outside the formalised settings of the 

EU, OECD or other organisations. These connections could range between a one-off phone 

conversation to quasi-regular consultations between countries. Where necessary, the 

respondents were provided additional explanation on the substance of the question. 
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In order to reduce the potential subjectivity in the respondents’ perceptions of these categories, 

we converted the responses into a binary system, with ‘often’ and ‘sometimes’ counting as 1 

and ‘rarely’ and ‘never’ counting as 0. It was considered that while this might reduce the overall 

level of detail of the data, it would likely return a more coherent picture distinguishing between 

solid and weak/non-existent connections. 

 

3.2 Variables 

3.2.1 Dependent variables 

The two dependent variables are symmetric ties and asymmetric ties.  

A symmetric tie signifies a reciprocal connection, that is, both countries have mentioned each 

other as an important partner. An asymmetric tie is a connection between two countries based 

on whether one country has been mentioned by the other as an important partner, but not vice 

versa. 

Symmetric ties are seen as a source for more established and long-lasting interactions, based 

on the exchange of tacit, uncodified knowledge (see discussion in section 2.2.1). Asymmetric 

ties are seen as a source for spontaneous interactions, based on swift exchanges of codified 

knowledge. 

 

3.2.2 Independent variables 

Geographical proximity  

Geographical proximity is proxied by whether two countries in our population of 28 share the 

same border, either a land border, or a maritime border. 

Policy proximity 

Policy proximity indicates the degree to which countries share a similar policy setting. We will 

use three variables to assess the policy proximity between the 28 EU member states. The first 

measures the degree of similarity between the overall business environment of countries and is 

based on the Doing Business5 scoreboard developed by the World Bank. It consists of 11 

                                                                 
5 https://www.doingbusiness.org/  
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indicators focusing on different aspects of the national business regulation environment. As 

such, it provides a broad view of the regulatory environment in a country and how proximate 

countries are in this respect. 

The two other variables of policy proximity refer more to the case of innovation policy. We 

consider the similarity between the innovation policies of countries by distinguishing between 

two broad categories of innovation support: direct support to R&D, and indirect support to 

R&D (both as percentage of GDP). Direct support refers to grants, loans and procurement; 

indirect support refers to tax-related instruments, such as R&D tax credits, R&D allowances 

(Rodríguez-Pose & Wilkie, 2016). Using these two indicators allows for a benchmarking of 

innovation policy both in quantitative (volume of resources invested) and qualitative terms 

(type of R&D support). 

Cultural proximity 

In order to look at cultural proximity of countries, we use language as a proxy. More 

specifically, we determine whether countries belong to the same linguistic area, based on the 

main language spoken. Overall, we distinguish between six main language groups in Europe, 

following Bloomfield (1984). 

 

3.2.3 Control variables 

We included three control variables. The first considers the difference between the innovation 

performance of countries, which is proxied by the Global Innovation Index (GII).6 This index 

uses 81 indicators to assess the innovation performance of countries. When two countries have 

a similar innovation performance, we expect them to face similar innovation policy issues, and 

therefore, they may be more likely to interact. We did not use the European Innovation 

Scoreboard,7 because of its weak methodological underpinnings (Edquist and Zabala, 2015).  

The second control variable concerns GDP per capita as a proxy for the wealth of a country. 

The data is derived from the National Accounts of the Eurostat database. We look at the 

difference of this value for each pair of countries, as similar levels of GDP per capita might 

make them more likely to collaborate.   

                                                                 
6 https://www.globalinnovationindex.org/. 
7 http://ec.europa.eu/growth/industry/innovation/facts-figures/scoreboards_en. 
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The third control variable refers to differences in the number of inhabitants between two 

countries according to the Eurostat database. The rationale behind this variable is that countries 

with a similar population size may face similar policy challenges and therefore are more likely 

to interact. 

Table 1. Overview of the variables 

 Proximity factor Measure Source Type 

Dependent 
variables 

    

Asymmetric tie  A tie between two 
countries that is 
reported by one 
country only 

Own data set, 
based on 
interview data 

Binary  

Symmetric tie  A tie between two 
countries that is 
confirmed by both 
countries 

Own data set, 
based on 
interview data 

Binary  

Independent 
variables 

    

Shared border Geographic 
proximity 

Whether two 
countries have a 
shared border or 
not (inc. maritime 
borders), binary 
variable 

World Borders 
Dataset 

Binary 

Business 
environment 

Policy proximity Difference in 
country scores in 
the Doing 
Business 
scorecard 

Doing Business 
2018 

Continuous 

Innovation 
policy 

Policy proximity Difference in the 
level of Direct 
Support to R&D 
(% of GDP) 

European 
Commission 
(2018) 

Continuous 

Innovation 
policy 

Policy proximity Difference in the 
level of Indirect 
Support to R&D 
(% of GDP) 

European 
Commission 
(2018) 

Continuous 

Language Cultural 
proximity 

Language group 
by the main 
language spoken, 
binary variable 

Bloomfield 
(1984) 

Binary  

Control variables     
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Innovation 
performance 

Performance 
distance 

Difference in 
country scores in 
the Global 
Innovation Index 
(GII) 

Global 
Innovation Index 
2017 

Continuous 

Income Structural 
distance 

Difference in 
GDP per capita 

Eurostat, 
National 
Accounts 

Continuous 

Population Structural 
distance 

Difference in the 
number of 
inhabitants 

Eurostat, 
Population 

Continuous 

 

 

3.3 Methodology 

 

3.3.1 Social network analysis 

Social network analysis aims at highlighting the interactive relationships between actors in a 

system (Scott, 2017; Wassermann and Faust, 1994). In our study, the nodes are countries – the 

28 EU member states, while ties signify the connections between these countries, more 

specifically the flows of information between them. The combination of the nodes and 

connecting ties allows us to establish the general structure of the network, by revealing who is 

connected to whom and which (if any) clusters emerge from that. Therefore, social network 

analysis allows us to establish an overview of the connections between countries in the EU, 

thus providing information on the overall cross-border flows of information and knowledge in 

the field of innovation policy. 

Our data allow for a distinction between symmetric and asymmetric ties. Asymmetric ties are 

all the instances where a country mentions another country, but not vice versa. For example, 

as shown in Figure 1, when Country A mentions Country B and Country C, then we identify 

two asymmetric ties. Symmetric ties, on the other hand, reflect the instances where countries’ 

reports match with each other. If Country A mentions Country B and Country B also mentions 

Country A, then we identify a symmetric connection between Countries A and B. As Country 

C has not mentioned anyone, or has not been mentioned by anyone, it does not have any 

connections in Figure 1.  
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Figure 1. Examples of an asymmetric connection (left) and a symmetric connection (right, 

between A and B) 

 

 

 

 

 

 

 

3.3.2 Regressions 

We use regression analysis to analyse whether there is a relationship between different 

similarities and the existence and type of policy connections between countries. As our dyadic 

relationships are expressed via binary dependent variables (0/1), with 1 denoting the presence 

and 0 denoting the absence of a link between two nodes, we use logistic regressions (Broekel 

& Boschma, 2012). Since the variables in our dataset are not vectors but adjacency matrices, 

these matrices are vectorised by concatenating columns into a single vector with n2 elements. 

A standard logistic model is then used to regress the dependent variable. Given the frequent 

autocorrelation issues associated with this kind of network data (Krackhardt, 1987), we tested 

the results using the Quadratic Assignment Procedure (Hubert & Schultz, 1976), specifically 

the ’semi-partialling plus’ procedure suggested by Dekker et al. (2003). 

Altogether, 756 connections are possible among the set of 28 countries. Out of these potential 

connections, we identified 236 asymmetrical connections and 45 symmetrical connections 

between countries. The average number of asymmetric ties between countries is 8.4, and the 

average number of symmetric ties is 3.2, i.e. each country has on the average 8.4 asymmetric 

connections and 3.2 symmetric connections to other countries. 

We analyse the extent to which the independent variables affect the likelihood of having a 

connection between each of the possible pairs by employing logistic models of generalised 

linear regressions. We estimate six models with variables added one at a time in order to see 

the robustness of the coefficients of previous models with the inclusion of each new variable. 

A 

C 

B 

A 

C 

B 
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4. Empirical results 

4.1 Network patterns  

Figure 3 shows the mapping of symmetric ties. We see a clearly clustered structure, 

characterized by a tightly connected group of ‘northern’ member states. We also find a 

relatively less dense group of ‘central-eastern’ member states, while the ‘southern’ member 

states form a loosely connected group of their own. All three groups are connected to each 

other through ‘bridging’ ties, in which countries like Poland and Italy are involved. Two 

countries (Cyprus and Romania) rest apart with no symmetric ties. 

Figure 4 shows the policy network graphing the asymmetric ties. It looks very different from 

the previous policy network that consisted of symmetric ties. It reveals a centre-periphery 

pattern with a group of core actors in the middle and others surrounding them. The central 

cluster consists of countries with a large number of asymmetric ties directed at them 

(indegrees). 

 

Figure 3. Symmetric ties between policy makers (weighted by the number of indegrees) 
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Figure 4. Asymmetric ties between policy makers (weighted by the number of indegrees) 

 

 

Table 2 presents some basic network measures. The average number of connections is 

significantly higher in the case of asymmetric than for symmetric connections. This hints at a 

wide discrepancy between how policy makers see their network and how their peers see it. This 

is also reflected in the average path length – a measure of how many nodes one would need to 

pass to reach a destination (Scott, 2017). We see that connections are much shorter for the 

network based on asymmetric than for symmetric ties, suggesting that the graph based on 

asymmetric ties is much more ‘tightly knit’. The density measure assesses the extent to which 

all the potential ties are actually present. Its value is roughly similar for both the asymmetric 

and the symmetric ties, demonstrating a relatively similar intensity of interaction in the 

networks for both types of tie.  

 

Table 2. Network measures for symmetric and asymmetric ties 

Measure Value based on symmetric ties Value based on asymmetric ties 

Average path length 3.38 2.18 

Average number of 
connections 

3.21 8.42 

Density 0.12 0.15 
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4.2 Symmetric ties 

The regression results for symmetric ties are presented in Table 3. Geographical proximity (in 

terms of having a shared border) has a significant and positive relationship with the 

development of symmetric ties, confirming Hypothesis 1a. This is consistent with the idea that 

developing and maintaining symmetric ties involve high transaction costs, and therefore 

countries being physically close to each other may help to reduce those costs. 

The coefficients of all three policy proximity variables  (having a similar business environment 

and similar levels of direct and indirect support to R&D) are insignificant. This implies that 

Hypothesis 2a is rejected: policy proximity between countries did not have any impact. 

The coefficient of the variable same language turned out to be positive and significant. 

Belonging to the same language family mattered for countries to establish symmetric ties. This 

finding confirms Hypothesis 3a: similar cultural background enhances the formation of 

symmetric ties between policy makers. This is in line with previous accounts that have 

demonstrated the relevance of linguistic ties for facilitating cross-border cooperation in various 

innovation-related activities (Hoekman et al., 2010; Luukkonen et al., 1992). 

Difference in innovation performance initially returns a significant and negative coefficient, 

indicating that the smaller the gap between the innovation performances of two countries, the 

more likely a symmetric connection occurs between them. However, when adding the other 

two control variables (different levels of income and population size between countries), 

difference in innovation performance loses its significance. Only difference in population size 

turns out to matter. The negative coefficient indicates that the more similar the population size 

of countries, the more likely a symmetric tie occurs between them. 

Overall, these findings tend to indicate that symmetric ties in innovation policy networks are 

enhanced by similarities in fundamental characteristics between countries, such as 

geographical and cultural proximity as well as their population size, rather than policy 

proximities. 
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Table 3. Regression results for symmetric ties 
 

1 2 3 4 5 6 
     

  

Shared border 2.449*** 

(0.355) 

2.476*** 

(0.425) 

1.933*** 

(0.458) 

1.767*** 

(0.460) 

1.748*** 

(0.477) 

1.861*** 

(0.492) 

Difference in 
business 
Environment  

 -0.072 

(0.070) 

-0.060 

(0.073) 

-0.021 

(0.075) 

 

0.001 

(0.080) 

0.008 

(0.082) 

Difference in 
levels of 
direct support 
to R&D 

 -3.152 

(3.455) 

-1.931 

(3.464) 

-1.436 

(3.491) 

-2.518 

(3.693) 

-3.241 

(3.631) 

Difference in 
levels of 
indirect 
support to 
R&D 

 2.955 

(2.219) 

2.774 

(2.386) 

3.032 

(2.426) 

 

4.950 . 

(2.704) 

5.265 . 

(2.805) 

Same 
language  

  1.833*** 

(0.438) 

1.756*** 

(0.441) 

 

1.721*** 

(0.452) 

1.693*** 

(0.459) 

Difference in 
innovation 
performance 

   -0.110* 

(0.053) 

 

-0.083 

(0.057) 

-0.095 

(0.058) 

Difference in 
income level 

    -0.019* 

(0.009) 

-0.013 

(0.010) 

 

Difference in 
population 
size 

     -1.404* 

(0.594) 

Constant -2.673 

(0.226) 

-2.529 

(0.506) 

-3.061 

(0.556) 

-2.481  

(0.605) 

-2.285 

(0.605) 

-1.647 

(0.669) 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
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4.2 Asymmetric ties 

Table 4 demonstrates the regression results for asymmetric ties. Again, a shared border has a 

positive and significant effect on the likelihood of having an asymmetric tie between two 

countries. This finding rejects Hypothesis 1b which stated that geographical proximity does 

not enhance the formation of asymmetric ties, as asymmetric ties are relatively easier to create 

and maintain. The regression results show that geographical proximity does matter. This tells 

us that even for cases where the threshold for exchanging information might be already low, 

policy makers are still inclined to prioritise countries geographically close to them. 

Contrary to the case of symmetric ties, the coefficient of difference in the regulatory 

environments of countries (according to their scores in the Doing Business scoreboard) is 

positive and significant in the first 4 models, but when the control variables are included, the 

variable loses its significance. This could partly be explained by the fact that the GII Index on 

innovation performance also contains some indicators on the business environment. On the 

other hand, it might also indicate that policy makers are not so much concerned about the 

institutional set-up in a country when forming asymmetric policy ties. Also the two other policy 

proximity variables (differences in levels of direct and indirect support to R&D) show a 

positive coefficient, but they are not significant. This implies our Hypothesis 2b is confirmed 

– policy proximity does not enhance the formation of asymmetric ties. 

The regression shows that the effect of two countries belonging to the same language family is 

positive and significant. This result rejects our Hypothesis 3b, which predicted that a similar 

cultural background does not enhance the formation of asymmetric ties. This is surprising, 

since we could expect that, with English being effectively the lingua franca among policy 

makers, the role of language in shaping cross-border connections would be less important. 

However, the results showing the importance of language are consistent with those showing 

the importance of geographical proximity, as both are, to a certain extent, proxies for shared 

socio-cultural ties. 
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Table 4. Regression results for asymmetric ties 
 

1 2 3 4 5 6 
     

  

Shared border 1.930*** 

(0.228) 

2.102*** 

(0.271) 

1.794*** 

(0.283) 

1.932*** 

(0.293) 

1.980*** 

(0.300) 

1.990*** 

(0.299) 

Difference in 
business 
Environment  

 0.086*** 

(0.018) 

0.091*** 

(0.018) 

0.023 

(0.022) 

-0.018 

(0.026) 

-0.009 

(0.027) 

Difference in 
levels of 
direct support 
to R&D 

 1.090 

(1.272) 

1.083 

(1.260) 

2.122 

(1.314) 

2.559 . 

(1.333) 

2.313 . 

(1.343) 

Difference in 
levels of  
indirect 
support to 
R&D 

 2.002* 

(0.851) 

2.150 

(0.869) 

0.244 

(0.944) 

0.049 

(0.953) 

-0.227 

(0.975) 

Same 
language  

  1.104*** 

(0.254) 

1.225*** 

(0.264) 

1.261*** 

(0.267) 

1.268*** 

(0.267) 

Difference in 
innovation 
performance 

   0.083*** 

(0.014) 

0.128*** 

(0.021) 

0.115*** 

(0.023) 

Difference in 
income levels  

    -0.008** 

(0.003) 

-0.005 . 

(0.003) 

Difference in 
population 
size 

     0.224 

(0.154) 

Constant -1.109 

(0.091) 

-1.289 

(0.113) 

-1.465 

(0.125) 

-1.634 

(0.140) 

-1.665 

(0.143) 

-1.673 

(0.144) 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

Difference in innovation performances of two countries, as estimated by their GII scores, is 

both positive and significant. This is surprising, as one would expect that similarity in 
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innovation performance would enhance (asymmetric) policy tie formation between countries. 

Difference in income levels (as measured by GDP per capita) between two countries returns a 

significant, but negative coefficient. Difference in population size does not show a significant 

effect. The former indicates that the smaller the difference between the income of two 

countries, the more likely it is that we will see an asymmetric tie between them. However, this 

effect is diluted once population size is introduced to the model.   

The findings of asymmetric ties provide an interesting case. On the one hand, there is a 

tendency towards more similarity in terms of physical and cultural closeness. On the other 

hand, countries are more inclined to have a connection based on differences regarding their 

innovation performance. Combining the two outcomes, countries seem to be reaching beyond 

their comfort zone for the prize of access to knowledge from superior performers, but, on the 

other hand, they are still pulled towards countries that are fundamentally proximate 

geographically and culturally. This is a model that very much depicts policy makers as actors 

who are seeking to balance the gains and pains of acquiring new knowledge. 

Overall, despite the fact that the innovation policy networks looked quite different for 

symmetric and asymmetric ties, we did not find a large difference between the drivers of both 

types of policy ties. Being physically close and belonging to the same language group are 

strong predictors for both symmetric and asymmetric ties, but we could not find a relationship 

between policy proximity and tie formation.  

 

5. Discussion and conclusions 

This paper set up to study the innovation policy networks between EU member states and how 

proximities can explain what drives the connections in policy networks. By introducing the 

concept of proximities to the analysis of policy networks, we were able to analyse fundamental 

factors that drive the connections, going beyond the immediate policy or power related factors 

usually tested. Distinguishing between asymmetric and symmetric ties allowed for testing the 

factors behind both types of ties separately. 

First of all, what have we learned about policy networks in general and innovation policy 

networks in particular? For asymmetric ties we found that geographic and cultural proximity 

are important factors, showing that deep-rooted similarities play a significant role.  Also 

differences between countries in terms of innovation performance mattered: the more different 
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countries are in innovation performance, the higher their probability to be engaged in 

asymmetric ties. However, this is the picture for asymmetric ties, which possibly include many 

short-term and not reciprocated interactions, among more established ties. In order to see what 

determines the latter, we checked, whether a connection was symmetric (reciprocal) and looked 

at these separately. For symmetric ties we found that only geographic and cultural proximity 

tend to matter. This reinforces our argument that symmetric ties probably present more 

established cooperation patterns, based on fundamental closeness. The argument could also be 

reversed, that established, long-term cooperation is only possible between fundamentally 

proximate partners. At the same time, neither policy proximity nor innovation performance do 

seem to matter. Controlling for a difference in country size revealed that countries of similar 

size are more likely to be reciprocally connected. This makes sense, since important differences 

in country size would also lead to different policy and governance issues, that would not 

necessarily provide the common ground necessary for sustained cooperation. 

Secondly, what have we learned about the usefulness of using proximities for studying policy 

networks? To start with, using policy proximity as a distinct variable allowed to assess the role 

of overlap in policy features between countries for policy network formation. We could not 

find evidence for the significance of policy proximity for policy cooperation. This shows that 

having similar policy interests or approaches is not enough for establishing/maintaining 

networked interactions with peers. Instead, it requires closeness based on cultural and 

geographical proximity. This is similar to the classic transaction costs argument, that a deeper 

level of (cultural) closeness mitigates the transaction costs associated with exchanging 

knowledge, especially tacit knowledge that is more cumbersome to transfer.  

Thirdly, what does this imply for innovation policy in the EU and for the several mutual 

learning initiatives by the European Commission? Our findings build on the underlying 

argument that the more proximate partners are, the more learning can potentially take place. 

The findings thus demonstrate the need to build connections between clusters of member states 

to allow for a better access to tacit/uncodified knowledge, otherwise available only to the ‘inner 

circle’ of countries. Continued efforts are needed to foster mutual learning between member 

states. Bringing together policy makers through structured and well-prepared formats, such as 

peer-reviews or mutual-learning exercises, would help bridge the gaps in the existing networks 

between countries and allow access to peer knowledge that is otherwise unavailable to them. It 

is important though, that these exercises are systematic and thorough, to allow for sufficient 

time for the transfer of tacit/uncodified knowledge.  
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Furthermore, efforts are still needed to establish the initial connections between policy makers. 

Even though the asymmetric connections are plentiful among countries, the national policy 

makers are in constant rotation and the networks therefore need to be constantly updated. These 

initial contacts can be created through various networking opportunities and short-form mutual 

learning exercises, such as topical seminars or policy workshops. In addition, national learning 

capabilities need to be reinforced, both to be able to develop the connections necessary and to 

apply the obtained knowledge in an effective manner. This would require targeted and possibly 

long-term policy assistance missions to reinforce the capabilities of the host countries. 

This research has provided new knowledge on the structures of networks between countries as 

a source of policy learning and the proximities behind them. Still, several avenues remain to 

be explored in further research. First, we need to explore further the concept of policy proximity 

and why we did not find evidence of policy proximity in our particular case. We need to 

understand better what policy proximity really means, how it may affect ties between policy 

makers, and how these ties might impact the performance of policy makers in terms of learning 

and implementing better policies. At the same time, it requires more thinking about the types 

of indicators that might be useful to show its relevance. Second, we need to move closer to the 

process of learning itself, by studying in greater depth the questions of what is actually learned 

through these connections and to what effect? I.e. how do we know if the networked 

interactions lead to learning by looking at its outcome, and how it boosted policy change. Novel 

methods, such as automated textual analysis of policy documents, could provide useful to 

explore this further. 

On the other hand, research should also address the more fundamental question of whether 

more interaction and learning leads to better performance in the long run. The latter is also 

complemented by a need for research on the conditions, such as national capacities, that 

influence the effectiveness of learning and its long-term impact. Pursuing these avenues would 

take us closer to a more comprehensive understanding of information and knowledge exchange 

between policy makers. 
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